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Moravčević Vojnović and Partners in co-

operation with Schoenherr has been active on 

the Serbian market since 2002, also operating in 

Montenegro, North Macedonia, and Bosnia and 

Herzegovina. Schoenherr is a leading full-

service law firm operating for more than 70 

years, with 15 offices and several country desks 

in Central and Eastern Europe. The Serbian 

office consists of 45 team members, 

incorporating associates, attorneys at law and 

partners. The firm advises various IT clients and 

startups on relevant matters, including AI, 

shaping the AI legal landscape in the region. Our 

experts provide guidance to clients on a variety 

of AI-related issues, such as research and 

development of AI-powered products, startup 

ventures with AI components and collaborating 

on investments in AI product development. 

Beyond advisory roles, the firm’s experts are 

frequently engaged as public speakers on AI 

topics at conferences, podcasts and seminars, 

sharing insights and contributing to broader 

discussions on AI law and its implications.  
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at Moravčević Vojnović and 
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1. General Legal Framework 

1.1 General Legal Background 
In Serbia, the regulatory landscape for AI is not 

yet governed by binding legislation dedicated 

exclusively to AI. However, a working group 

within the Ministry of Science, Technological 

Development and Innovations (the Ministry) has 

already been formed, tasked with preparing the 

draft law on AI, which is expected to be finalised 

mid–2025.  

The recently adopted EU Artificial Intelligence 

Act (the EU AI Act) represents a significant 

milestone in the regulatory landscape, ensuring 

that AI systems are safe and respect laws on 

fundamental rights and values. Although Serbia 

is not a member of the EU, the country has 

consistently demonstrated a commitment to 

align its domestic legal framework with that of 

the EU. It is therefore reasonable to anticipate 

that Serbia’s law on AI that is currently being 

drafted will ensure alignment in the field of AI.  

Meanwhile, a variety of existing laws, some of 

which are mentioned below, indirectly provide 

the wider legal framework which may come into 

play with the deployment and implications of AI.  

For example, the Serbian Constitution (SC) 

protects the right to privacy and the protection 

of personal data. The Data Protection Act (DPA) 

builds on these constitutional guarantees by 

establishing detailed procedures for the 

processing and protection of personal data. This 

is particularly pertinent to AI systems that 

engage in automated data processing and 

profiling. 

The Contracts and Torts Act (CTA), which has 

been a cornerstone of Serbian law for over four 

decades, outlines the fundamental principles 

and rules governing contracts and torts, 

including the liability for damages. This act is 

complemented by the Consumer Protection Act 

(CPA), which, in the context of AI products sold 

commercially to consumers, ensures that 

consumers have the right to legal remedies and 

compensation for harm suffered by certain 

products. 

Intellectual property (IP) laws, including the 

Copyright Act (CA), regulate the rights and 

responsibilities associated with the creation of 

works and the rights that arise from them.  

The Criminal Code (CC) may address the 

criminal law aspects of AI. The European 

Parliament’s Report on AI in Criminal Law, 

which recommends prohibiting the use of facial 

recognition technologies for indiscriminate 

surveillance in public spaces, is not legally 

binding but is seen as a significant step toward 

curbing the misuse of such technologies. In 

Serbia, proposed amendments to the criminal 

legal framework have laid the groundwork for 

the implementation of automatic facial 

recognition technologies. However, the 

absence of governmental approval for the 

necessary regulations is currently preventing 

their deployment. 

Therefore, while the current laws in Serbia 

mostly do not directly regulate the use of AI, the 

existing legal frameworks offers a foundation for 

the governing of certain aspects of AI 

technologies. 
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2. Commercial Use of AI and 

Machine Learning 

2.1 Industry Use 
In Serbia, the integration of both generative and 

predictive AI technologies is widespread across 

multiple sectors which are witnessing a surge in 

innovative applications such as automated 

customer support, predictive maintenance and 

automation.  

The practical applications of AI and machine 

learning are mostly evident in the IT, medical 

and pharmaceutical industries.  

The Serbian IT sector is at the forefront of these 

developments, with local companies employing 

AI to craft software solutions that leverage data 

analytics and machine learning algorithms. 

These include companies such as Wonder 

Dynamics. which is at the cutting edge of 

generative AI, aiming to democratise access to 

high–quality visual effects for content creators 

at all levels. Serbia is also home to other 

innovative entities such as Visaris and 

Mikroelektronika. A notable emerging company, 

Ninox/Fuller Vision, is making strides with its 

digital multifocal glasses project, which is 

poised to reach its first customers in Silicon 

Valley by year’s end.  

The Institute for Artificial Intelligence Research 

and Development of Serbia (AI Institute) 

highlighted the transformative impact of 

advanced machine learning techniques in the 

pharmaceutical sector. AI’s role is pivotal in 

expediting the comprehension of biological 

disease mechanisms. In the healthcare 

industry, AI–driven initiatives are particularly 

focused on breast cancer diagnosis and drug 

discovery, with emphasis on enhancing 

mammography through AI. 

In the realms of trade and manufacturing, AI and 

machine learning are pivotal for supply chain 

management, with companies like BE TERNA 

offering AI–driven services to optimise inventory 

management. 

E–commerce platforms in Serbia have been 

utilising AI for some time, with machine learning 

algorithms being employed to personalise 

product recommendations. Examples include 

Donesi.com for online food ordering and 

delivery, and Kupujemprodajem for a 

consumer–to–consumer sales platform. 

The food industry is also experiencing AI 

advancements, with the AI Institute developing 

applications such as an electronic nose for 

monitoring production processes, including 

quality control and biochemical process 

tracking. Moreover, the agricultural sector 

anticipates the imminent application of AI in 

intelligent land data analysis, yield forecasting, 

fertilisation requirements, pest detection and 

pesticide application. 

Finally, Serbia also has two large language 

models trained on the Serbian language and 

other Ex–Yu languages. Those systems are 

known as Yugogpt and BertiĆ. Yugogpt is the 

largest open source LLM for Ex–Yu languages 

being trained on seven billion parameters, 

which confirms that Serbia’s AI ecosystem is 

keeping pace with global trends in this industry. 

2.2 Involvement of Governments in AI 

Innovation 
Serbia is actively engaged in the 

implementation of various incentives and 
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policies designed to stimulate the research and 

development (R&D) of innovative technologies, 

including AI. Notable among these are tax 

incentives for R&D, which include the following: 

• R&D double deduction – This incentive allows 

corporate income taxpayers to record 

expenses directly associated with research 

and development activities conducted within 

Serbia on their tax balance sheets, with the 

provision to deduct these expenses at twice 

their actual value. 

• Tax relief for R&D employees – Employers 

are incentivised to engage in R&D activities 

within Serbia through a tax exemption in the 

form of a 70% reduction in the calculated and 

withheld income tax for employees directly 

involved in R&D. Furthermore, this group of 

employees benefits from a complete 

exemption from contributions for mandatory 

pension and disability insurance. 

• IP BOX regime – This regime allows for an 

80% exclusion of qualified income from the 

tax base when calculating corporate income 

tax. Qualified income encompasses revenues 

derived from the exploitation of copyrighted 

works or related rights, except for income 

from the outright transfer of such rights. The 

exclusion is facilitated by offsetting R&D 

expenses related to the creation of 

copyrighted works against the total income. 

Additionally, Serbia extends tax incentives to 

taxpayers who invest in newly established 

innovative business entities, including AI startup 

companies. These measures are indicative of 

Serbia’s commitment to nurturing an 

environment conducive to technological 

innovation and AI development. 

Finally, there are several additional support 

mechanisms available to companies developing 

AI, such as specific grant schemes where non–

repayable one–off funds are made available to 

entities engaged, among other things, in AI 

development, and a large number of startup 

incubators and accelerators designed to help 

startups through the process of AI development, 

from an idea to a marketable product.  

3. AI-Specific Legislation and 

Directives 

3.1 General Approach to AI-Specific 

Legislation 
Serbia is investing heavily in AI development, 

having launched the National AI Platform, 

established the AI Institute, and several national 

standard–setting bodies, as elaborated on later 

in this chapter. 

Although no specific AI laws exist yet, Serbia 

has adopted strategic documents for AI’s legal 

and ethical use, also summarised below, 

demonstrating the country’s innovative 

approach to regulating AI. 

3.2 Jurisdictional Law 
As mentioned above, Serbia is already working 

on establishing a dedicated legal framework 

specifically addressing AI through a set of 

binding regulations. Meanwhile, in the past 

years, few laws were adopted or amended to 

include provisions relevant for specific AI–

related issues. 

Firstly, the General Data Protection Regulation  

(GDPR) principles have been integrated into the 

DPA. The DPA introduced the definition of 

automated processing of personal data for the 

first time, and profiling. 
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Secondly, a landmark amendment was 

introduced in 2023 within the context of the 

Road Traffic Safety Act (RTSA), pivotal in 

establishing a legal foundation for AI in Serbia, 

particularly concerning the testing of 

autonomous vehicles. 

Both these legislative solutions are discussed 

into more detail in the relevant sections of this 

chapter. 

3.3 Jurisdictional Directives While binding 

laws specifically addressing AI are in the 

drafting process, Serbia adopted several 

strategic, advisory documents dedicated to AI: 

Artificial Intelligence Development Strategy 

(2020–2025) (the Strategy) – This document 

delineates objectives and initiatives aimed at 

the growth of AI, with the anticipation of 

catalysing economic expansion, enhancing the 

quality of public services, fortifying the scientific 

community and cultivating skills for future 

employment opportunities. The execution of the 

Strategy’s initiatives is intended to guarantee 

the responsible and secure development and 

application of AI in Serbia. The Strategy is 

aligned with the European Initiative on Artificial 

Intelligence, which outlines the European 

Commission’s policy framework in the field of AI. 

Preparations are underway for a new AI 

Development Strategy and Action Plan for the 

period from 2024 to 2030, with its adoption 

anticipated in mid–2024. 

Action Plan for Artificial Intelligence 

Development Strategy (2020–2022) (the Action 

Plan) – Adopted in 2020, this Action Plan was 

designed to facilitate the operationalisation and 

realisation of the overarching and specific goals 

set forth by the Strategy. 

Ethical Guidelines for Artificial Intelligence 

(March 2023) (the Guidelines) – The Guidelines 

provide a comprehensive framework for the 

safe deployment and utilisation of reliable and 

responsible AI in Serbia. They incorporate 

international standards, reflecting Serbia’s 

ongoing efforts to align its legislative framework 

with the legal acquis of the EU. The primary 

objective is to mitigate risks associated with AI 

systems, ensuring the preservation of freedom 

in action, thought and decision–making, while 

safeguarding rights and values. The Guidelines 

establish fundamental principles and 

prerequisites for trustworthy and responsible AI 

systems, including a self–assessment 

questionnaire for developers or users of AI 

systems, along with recommendations in line 

with the established principles. Additionally, the 

Guidelines delineate criteria for identifying high– 

risk AI systems.  

Stabilisation and Association Agreement (the 

SAA) – Under the SAA between the European 

Communities and their Member States and 

Serbia, the Serbian Government has pledged to 

progressively harmonise its existing and future 

legislation with the European Community’s legal 

framework, which implicitly encompasses AI– 

related legal statutes. 

The above documents collectively contribute to 

the evolving discourse on AI in Serbia, providing 

guidance and establishing a foundation for the 

ethical and strategic development of AI 

technologies. 

3.4 EU Law  
3.4.1 Jurisdictional Commonalities There is no 

applicable information in this jurisdiction. 
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3.4.2 Jurisdictional Conflicts There is no 

applicable information in this jurisdiction. 

3.5 US State Law  
There is no applicable information in this 

jurisdiction. 

3.6 Data, Information or Content Laws Even 

though Serbia’s legal infrastructure has yet to 

undergo comprehensive revisions to support 

advancements in AI — save for a limited 

provision within the RTSA, and certain general 

principles of the DPA, as mentioned in 1.1 

General Legal Background — the Strategy lays 

the groundwork and offers preliminary guidance 

for the integration of such technologies in the 

foreseeable future.  

With that view, the Strategy outlines a 

framework that suggests a trajectory for the 

country’s legislative evolution to accommodate 

and encourage the growth of AI, indicating a 

commitment to fostering this sector in the 

upcoming years. Explicit legislation 

amendments are envisaged for laws regulating 

procurement, discrimination, innovation and 

information, electronic administration and the 

set of laws regulating the field of education. 

3.7 Proposed AI-Specific Legislation and 

Regulations 
As mentioned in 3.6 Data, Information or 

Content Laws, a task force has been 

established within the Ministry with the 

responsibility of drafting specific AI legislation. 

The enactment of this law is anticipated in 2025. 

This group includes esteemed specialists from 

various areas, including two of Schoenherr’s 

experts (in the areas of IP and data privacy 

matters). 

The primary objective of this legislation will be to 

institute a legal framework that oversees the 

development and application of AI within Serbia. 

The law will be intended to foster investment 

and innovation in the field of AI, while 

simultaneously establishing a harmonised 

market for the secure and reliable integration of 

AI systems. The SSA required Serbia to align 

both its current and future legislation with the 

acquis communautaire. Because of this, it might 

be expected that Serbia will synchronise its 

future domestic legislation with the EU AI Act. 

While specific legislation is pending in Serbia, 

entities operating within Serbia may already find 

themselves subject to the provisions of the EU 

Act on AI under certain conditions, such as 

where Serbian companies intend to introduce AI 

systems into the EU market or when the 

outcomes generated by their AI systems are 

utilised within EU market. 

4. Judicial Decisions 

4.1 Judicial Decisions 
At present, there are no judicial decisions 

concerning generative AI. 

4.2 Technology Definitions AI encompasses 

a variety of interpretations; however, judicial 

bodies would typically reference definitions from 

national strategies and regulatory documents. 

Within Serbia, specific legislation dedicated to 

AI is absent, but a definition is articulated in the 

Guidelines and the Strategy.  

These strategic documents reference the 

definition from an independent expert group of 

the European Commission, whereby AI systems 

may be software–based, functioning in the 
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digital realm – such as virtual assistants and 

recommendation systems, or embedded in 

hardware, like advanced robotics and 

autonomous vehicles. Although illustrative, 

these documents acknowledge the absence of 

a universally accepted AI definition at the time 

of their creation, prior to the EU AI Act’s 

adoption.  

In comparison to existing Serbian regulations, 

the EU AI Act appears to provide a broader yet 

more precise definition of AI. In any case, it is 

reasonable to assume that Serbia will be further 

adjusting its legal system to the EU AI Act, 

including the AI definition. 

5. AI Regulatory Oversight  

5.1 Regulatory Agencies 
Currently, there is no AI regulator in Serbia. 

However, certain regulatory powers, which may 

relate to aspects of AI, are exercised by the 

Commissioner for Information of Public 

Importance and Personal Data Protection (the 

Commissioner), who is an autonomous 

governmental entity tasked with overseeing the 

enforcement of the DPA.  

The Commissioner is empowered to supervise 

the evolution of information and communication 

technologies, commercial operations and 

additional practices pertinent to the 

safeguarding of personal data. Based on the 

wide supervising powers, the Commissioner is 

also entrusted with overseeing the processing 

of personal data within the context of AI.  

Up to date, no fines or warnings have been 

issued with regards to AI–related data 

processing, and the Commissioner has not 

issued any specific AI guidelines. 

5.2 Technology Definitions 
There is no distinct regulatory body dedicated to 

the oversight of AI. 

5.3 Regulatory Objectives 
In the absence of an AI–specific regulator, the 

only regulator that currently oversees certain 

aspects of AI in Serbia is the Commissioner. 

The regulatory aims of the encompass several 

goals that are linked to the safeguarding of 

personal data and privacy rights. These goals 

are essential for the assurance that personal 

information is managed with integrity and 

transparency, which is particularly pertinent in 

the context of automated processing of personal 

data, where the potential for misuse is 

significant. 

5.4 Enforcement Actions 
To date, no enforcement or other regulatory 

actions have been taken in relation to AI in 

Serbia. 

6. Standard-Setting Bodies 

6.1 National Standard-Setting Bodies 

Serbia’s government has established two 

principal standard–setting entities: 

• Working Group for the new AI Development 

Strategy (2024–2030) – Inaugurated in 2024, 

the Working Group is charged with the task of 

drafting the new AI Strategy and an 

accompanying Action Plan. The primary 

objective will be to delineate and prioritise 
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policies that will advance AI across various 

sectors, including education, research, 

innovation, public administration and the 

broader economy.  

• The AI Institute – Founded in 2021, the AI 

Institute is envisioned as a decentralised 

nexus for R&D. It aims to leverage both 

domestic and international AI research 

resources. The Institute’s mission is to 

catalyse the growth of a knowledge–based 

economy within the realm of AI in Serbia and 

its surrounding regions.  

In addition, the Ministry has formed a 

specialised working group dedicated to 

preparing the draft AI law.  

6.2 International Standard-Setting Bodies 
International standard–setting bodies 

significantly influence Serbian law, particularly 

in aligning with standards from UNESCO, the 

EU and the Council of Europe. Serbia currently 

adheres to UNESCO’s Recommendations on 

the Ethics of AI, having contributed to its 

development. These recommendations have 

shaped the Guidelines. 

The UNESCO Recommendations aim to ensure 

AI benefits humanity, society and the 

environment while preventing harm. The key 

principles of the UNESCO Recommendation 

have been incorporated in the Guidelines, 

including: 

• Explainability and transparency – vital for 

upholding human rights, as they allow for the 

understanding and scrutiny of AI systems’ 

decisions, which is crucial for accountability 

and legal compliance. 

• Fairness and non–discrimination – AI 

technologies must be inclusive and 

accessible, preventing discrimination and 

ensuring equitable benefits for all societal 

groups. 

• Prohibition of harm – AI systems must adhere 

to safety standards, prevent harm and 

provide compensation if harm occurs. They 

must be secure and not misused for harmful 

purposes. 

• Right to privacy and data protection – 

respecting human dignity and autonomy, AI 

systems must handle data in compliance with 

legal frameworks and the outlined ethical 

principles. 

Further, the EU AI Act, with provisions on 

extraterritorial scope, could indirectly affect 

Serbia.  

Finally, the Council of Europe’s Framework 

Convention on AI, adopted in May 2024, 

outlines a comprehensive approach to AI 

regulation, focusing on human dignity, 

autonomy and equality. Serbia, as a Council of 

Europe member, is subject to this convention. 

7. Government Use of AI 

7.1 Government Use of AI The Strategy 

underscores the importance of revising extant 

regulations or creating new laws for AI use in all 

levels of government, including the judiciary and 

executive branches. 

Adopting AI technologies in Serbia requires 

rapid digitisation and data systematisation. To 

date, the judiciary – including prosecutors and 

courts – and the public administration have 

demonstrated advancements in the 
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establishment of user–centric e–governance as 

part of the ongoing reform initiatives. To 

integrate AI, Serbia has laid the necessary 

infrastructure, including the Law on Electronic 

Government, interoperable systems and digital 

transformation of administrative processes.  

The eGovernment Portal is a major 

achievement, serving as Serbia’s central hub for 

electronic services for citizens, businesses and 

public administration. The portal facilitates a 

more efficient and transparent interaction 

between the citizens and state authorities. 

In the judicial sphere, rapid digitalisation is also 

crucial for introducing advanced technologies. 

The integration of AI into law enforcement 

practices was proposed in the Draft Law on 

Internal Affairs and the Draft Law on Data 

Processing and Records in Internal Affairs. 

Although these drafts were retracted from the 

legislative process in 2022, they included 

provisions for the deployment of remote 

biometric identification systems utilising AI, 

through cameras installed in public spaces. The 

realisation of such biometric identification 

systems necessitates amendments to several 

ancillary statutes, such as the DPA. Given the 

controversies regarding RBI during negotiations 

on the EU AI Act between the EU Parliament 

and Council, the reach of local provisions on 

these systems will depend on domestic policy 

and potential amendments to the local 

framework. 

7.2 Judicial Decisions  
So far, there have been no cases related to the 

use of AI in the Republic of Serbia. 

7.3 National Security  
Security services represent a particularly 

delicate area where AI can be deployed. The EU 

AI Act specifically outlaws the use of “real–time” 

remote biometric identification systems in 

publicly accessible spaces for law enforcement 

purposes, except under certain narrowly 

defined circumstances. Nevertheless, the 

deployment of AI within military or national 

security contexts is not currently governed by 

EU legislation, nor is it covered under the 

Guidelines. In fact, the introductory sections of 

the Guidelines acknowledge that their 

provisions may be limited or not applicable in 

scenarios pertaining to the defence and security 

of Serbia. 

The Guidelines delineate more than ten 

categories of AI technologies that could 

potentially exert a manipulative or detrimental 

influence, either on individuals or society at 

large. High–risk categories include, but are not 

limited to: 

• Biometric identification systems – these 

systems have the potential for misuse within 

the realm of national security. 

• Individual categorisation technologies – such 

technologies can also be applied in ways that 

may raise ethical concerns. 

Despite the potential risks associated with these 

systems, security agencies, such as the 

Security Information Agency (BIA) in Serbia, are 

not classified as high–risk systems under the 

Guidelines. 

According to the Information Security Act (the 

ISA), Serbia has established a co-ordination 

body responsible for information security 

matters. The Act also provides for procedures in 
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the event of significant information security 

breaches that could jeopardise the defence of 

Serbia. 

8. Generative AI  

8.1 Emerging Issues in Generative AI The 

advent of generative AI technologies triggered 

significant challenges for IP law. One of the 

primary issues pertains to the utilisation of 

copyrighted materials for the training of 

generative AI systems. Generative AI systems 

are designed to produce content in response to 

specific prompts, drawing upon extensive 

databases that aggregate billions of images and 

texts sourced from the internet. Consequently, 

generative AI depends on the creative works of 

humans, utilising such art without the consent of 

the copyright owners and combining elements 

of these works without attribution or respect for 

the creators’ moral rights, thus potentially 

violating their IP rights. 

Furthermore, the capability of generative AI to 

rapidly produce large quantities of text and 

imagery, raises questions regarding the 

applicability of IP rights to the outputs generated 

by AI.  

In the context of Serbian law, these IP 

challenges have not been explicitly addressed. 

The CA presents a restrictive framework: it lacks 

provisions for exceptions related to training 

purposes, and the legal definition of copyright 

work does not encompass AI–generated 

content.  

In addition to IP concerns, generative AI 

technologies also pose ethical dilemmas, 

particularly in relation to the creation of 

deceptive content.  

A cornerstone of the DPA is the challenge to 

comply with individuals’ privacy rights such as 

the right to rectify incorrect or false information. 

Another challenge is adhering to the data 

minimisation and purpose limitation principle 

when training the AI system, especially if such 

system is trained on vast amounts of data 

scrapped from the internet, in event of which full 

compliance with privacy rules is not possible 

unless certain exceptions are adopted. 

8.2 IP and Generative AI 
The rapid expansion of AI over the past few 

years raises complex IP related questions. 

Already, it is evident that existing IP laws are not 

compatible with the new virtual reality where the 

creative process is shifted from humans to a 

machine. Applying IP principles to AI triggers 

various questions, problems and uncertainties.  

When it comes to use of copyrighted materials 

for training purposes, the current legal 

landscape in Serbia does not support the AI 

training process. Generally, most copyright 

legislation around the world, including the CA, 

envisages that the use of copyrighted materials 

in certain manners requires the prior consent of 

the author, and the author is entitled to 

adequate compensation for such use. Typically, 

there are certain exceptions to this rule, where 

certain interests override the standard consent 

and compensate rule, and most laws contain 

certain statutory exemptions for such scenarios.  

However, Serbian legislation lacks a provision 

like the “fair use” doctrine or other comparable 

exemptions that would facilitate the use of 

copyrighted materials for AI training without the 
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copyright holder’s consent. The CA contains 

very limited statutory exemptions, all of which 

are confined to the non–commercial use of 

copyrighted materials. Consequently, entities 

engaged in the training of AI models in Serbia, 

through the selection of datasets and the 

execution of the training process, may find 

themselves liable for copyright infringement if 

the training datasets incorporate copyrighted 

materials. Potential infringement proceedings 

could result in liability for AI providers, with 

copyright holders having the right to demand the 

removal of infringing copies and seek damages. 

That said, Serbian law does not currently 

impose a transparency obligation with regards 

to copyright materials, and AI providers in 

Serbia are not mandated to disclose the 

materials utilised for training purposes. While 

the recently enacted EU AI Act stipulates that 

general–purpose AI systems and their 

underlying models must adhere to specific 

transparency obligations, including compliance 

with EU copyright law and the publication of 

detailed summaries of the training content, no 

analogous requirement exists in Serbian 

legislation or strategic documents. Given these 

conditions, unless the output produced by the AI 

incorporates elements of the original dataset, it 

is improbable that an author could recognise 

their work within the training dataset. 

The draft of the new CA is prepared, although 

there is no indication when the new law might 

be adopted. The new law was prepared with the 

aim of further harmonising Serbian copyright 

legislation with EU law. The pending draft CA 

does not, however, include the “text and data 

mining” exception introduced by the EU 

Directive 2019/790 (ie, the Digital Single Market 

Directive).  

Finally, on the output side of the AI process, 

content generated by AI, either autonomously or 

with limited human involvement, does not 

qualify for copyright protection. The CA adheres 

to a traditional definition of a copyright work, 

whereby “a work of authorship is the author’s 

original, spiritual creation, expressed in a 

certain form […]”. This definition necessitates 

that the work originates from the author and 

reflects the author’s personality, spirit and 

intellect. Consequently, works produced by AI 

do not meet the criteria for protection under the 

current Serbian copyright regime. That said, it 

yet remains to be seen whether certain works 

created with the assistance of AI will 

nonetheless meet the protectability criteria, and 

if so, what is the necessary level of human 

involvement in the creative process to ensure a 

work is copyrightable. 

8.3 Data Protection and Generative AI 

Regarding the rights of data subjects in the 

context of automated processing, including AI– 

driven data processing, there are no deviations 

from the DPA or any specific regulations, rules 

or guidelines that would otherwise apply.  

Under the GDPR and the DPA, users of 

generative AI models, such as ChatGPT, 

Gemini or others, are afforded rights to request 

the correction of inaccurate personal data or the 

deletion of their personal data that has been 

used in AI training. Such requests can be made 

under certain conditions; for example, if the use 

of personal data for model training lacked a 

proper legal basis or if the data subject has 

retracted their consent for data processing. 

However, how generative AI providers might 

comply with such requests remains unclear. 
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The GDPR principles of data minimisation and 

purpose limitation, which are also reflected in 

the DPA, are particularly relevant. The principle 

of data minimisation dictates that only data that 

is adequate, relevant and limited to what is 

necessary for the intended purposes should be 

processed. The principle of purpose limitation 

requires that the collected data not be 

repurposed in a manner incompatible with the 

original collection purpose. While compliance 

with these principles is conceivable for other 

automated processing activities, it is 

challenging to ensure adherence in the context 

of training generative AI models. 

Generative AI models are often trained on 

extensive datasets obtained from the internet, 

including social media, which inherently contain 

various types of personal data. In Europe and 

Serbia, there are no exceptions for using data 

that individuals have published themselves, due 

to the principle of purpose limitation. 

Consequently, the training of most generative AI 

models likely violates the principles of data 

minimisation and purpose limitation, as the 

reuse of scraped data for different purposes 

contravenes the principle of purpose limitation.  

Therefore, entities developing generative AI in 

Serbia could potentially face regulatory actions, 

such as orders to delete training datasets or the 

imposition of fines, unless specific derogations 

from the current rules in the DPA are introduced. 

9. Legal Tech 

9.1 AI in the Legal Profession and Ethical 

Considerations 
AI is rapidly transforming the legal landscape in 

Serbia, mirroring a trend witnessed globally. As 

in other jurisdictions across the world, AI is 

being intensively discussed among industry 

experts as it integrates into the practice of law. 

While leading legal AI tools haven’t been trained 

on Serbian language laws or case law, the 

biggest law firms in the market leverage them to 

boost efficiency in specific tasks. However, the 

effectiveness of these tools remains limited. 

This is due to Serbia’s lack of comprehensive, 

structured legal data, which is crucial for training 

and applying these tools effectively in 

jurisdictions where they excel. 

This gap is being addressed by some Serbian 

experts who are developing local AI tools, but 

their widespread adoption is yet to come. Law 

firms in Serbia, including Schoenherr, employ 

platforms like Henchman, DeepJudge, 

Spellbook, Harvey, CoCounsel and Lexis AI to 

automate and enhance various legal services. 

Serbian licensed lawyers who use AI tools 

remain liable for the output and are expected to 

uphold the same professional standards as with 

traditional, non–AI–enhanced services. This 

includes maintaining client confidentiality, 

actively supervising the AI’s outputs, and 

ensuring that all data is accurate and complies 

with legal standards. 

The possibilities of integrating AI into the legal 

sector extend beyond mere assistance to legal 

professionals and encompass the development 

of advanced technologies capable of 

autonomously delivering legal services. This 

includes, but is not limited to, the deployment of 

legal chatbots, automated document drafting 

systems and other similar innovations. Some of 

these solutions are being currently developed 

by startup companies in Serbia. 
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Nevertheless, such application of AI within the 

legal domain is not without its challenges, 

particularly concerning ethical considerations, 

liability issues and potential conflicts with 

existing legal framework. The SC explicitly 

provides that the provision of legal assistance is 

a prerogative reserved for qualified legal 

practitioners. Furthermore, the CC criminalises 

the act of offering legal services by individuals 

who lack the requisite qualifications, labelling it 

as legal malpractice. In light of these issues, the 

substitution of human lawyers with AI–driven 

legal service tools appears, at least on the 

surface, to be in direct conflict with the 

regulatory statutes governing the legal 

profession in Serbia, as well as the SC.  

The integration of AI in legal practice therefore 

raises several ethical concerns: 

• Accountability – when AI is used to make or 

assist with legal decisions, it can be difficult to 

determine who is responsible for those 

decisions. This raises questions about 

professional responsibility and liability. 

• Privacy and confidentiality – legal work often 

involves sensitive information, and AI systems 

must be designed to protect client 

confidentiality and ensure that data is not 

misused or exposed to unauthorised parties. 

• Bias and fairness – AI systems can 

perpetuate and amplify existing biases if they 

are trained on biased data sets. In the legal 

context, this could lead to unfair outcomes for 

certain groups of people, undermining 

principle of equal justice under the law. 

• Transparency – AI algorithms can be 

complex, making it difficult for clients and the 

legal system to understand how decisions are 

made.  

• Ethical questions about the future of 

employment for legal professionals.  

With regards to the above, in Serbia no specific 

legislative measures have yet been instituted to 

direct the application of AI in the practice of law 

in a manner that is permissible, ethically sound 

and addresses the consequences of 

overreliance on AI. The Serbian Bar Association 

has not publicly deliberated on this matter to 

date. Meanwhile, the Ethical Code of the Legal 

Profession (the ECLP) remains relevant, as it 

prescribes the general rules requiring lawyers 

to, at all times, act competently, diligently and 

responsibly.  

10. Liability for AI 

10.1 Theories of Liability 
One of the key challenges when it comes to the 

use of AI technology is certainly the liability in 

situations where the used AI causes damage. 

The complexity of AI systems obscures the 

clarity of their decision–making processes, 

thereby making it very difficult to establish a 

direct causal relationship between the actions of 

an AI and consequent damages. 

Presently, the “dilemma” lies in the choice 

between adopting a (quasi)contractual 

framework or an objective liability model for 

addressing damages attributable to AI. The 

proposal for a directive of the European 

Parliament and Council on adapting non–

contractual civil liability rules to AI (AI Liability 

Directive, or AILD) envisages a risk–based 

approach to AI liability, wherein the degree of 

liability correlates with associated risk level of 

the AI system in question. The AILD envisages 

an “objective” liability regime for high– risk 

systems, assigning accountability to developers 
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and operators for harm that arises from these, 

regardless of fault or negligence. 

In parallel, the existing Product Liability 

Directive (the PLD) similarly establishes a “no–

fault” or “objective” liability for harm stemming 

from product defects. Significantly, the PLD 

acknowledges software as a product, thereby 

extending its purview to include software–

related liabilities. The PLD also introduces the 

concept of “assumption of causality” between 

the software and the incurred damages, thereby 

easing the burden of proof for plaintiffs in 

damage compensation claims.  

In Serbia, the rules governing liability and 

damage compensation are laid out in the CTA, 

which defines damages as the diminution of 

one’s property (ordinary damage), obstruction 

of its potential augmentation (lost profit) or 

infliction of physical or emotional distress (non–

material damage). However, given the 

theoretical perspectives and the challenge of 

directly attributing damages to AI, the 

practicality of proving such damages in legal or 

dispute resolution forums remains uncertain. 

The CTA acknowledges “objective” or “no–fault” 

liability in very limited cases, such as harm 

caused by hazardous objects or activities.  

The CTA’s alignment with the PLD – and 

potentially with the AILD, once adopted – seems 

inevitable in the future. 

10.2 Regulatory  
To date, no regulations have been proposed on 

the imposition and allocation of liability in 

relation to AI in Serbia.  

11. Legal Issues With Predictive and 

Generative AI 

11.1 Algorithmic Bias 
As of now, there have been no specific 

regulatory measures enacted or proposed to 

govern bias within AI systems. The absence of 

such regulations means that the standard legal 

framework, such as the rules contained in the 

CTA with regards to damage compensation, the 

general principles of the Discrimination 

Prohibition Act demanding that persons in 

Serbia are equal, enjoy equal status and equal 

legal protection regardless of personal 

characteristics, and a variety of other specific 

laws (laws on education, laws on youth, 

employment regulations and many others that 

contain anti–discriminatory provisions) are 

applicable. 

11.2 Data Protection and Privacy Despite its 

significance, the DPA does not comprehensively 

address various privacy concerns associated 

with AI, leaving practitioners with unresolved 

issues concerning the development and 

deployment of AI technologies. 

Privacy issues related to AI can be distilled into 

two fundamental categories: input–related and 

output–related issues. 

Input–Related Privacy Issues Issues 

concerning input-related privacy issues include 

the following: 

• Data collection challenges – the DPA does 

not cover certain data collection methods, 

such as unsolicited data processing through 

scraping and even some consensual data 

collection practices. 
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• Legal framework gaps – there is a lack of 

provisions within the DPA for the processing 

of publicly accessible data, which poses 

significant legal challenges for the lawful use 

of scraped data in AI training. 

• Legitimate interest considerations – While 

data controllers might theoretically invoke 

legitimate interest for scraping data to create 

AI training datasets, it is challenging to justify 

that a data controller’s profit motive 

supersedes the interests, rights and freedoms 

of the individuals whose data is processed. 

Output–Related Privacy Issues Issues 

concerning output-related privacy issues 

include the following: 

• Data generation and personal privacy – the 

process of generating new data by integrating 

training data can inadvertently disclose 

personal information that individuals did not 

intend to reveal. 

• Autonomous decision–making – the use of AI 

in predictive analytics and decision–making 

raises ethical concerns, particularly regarding 

biases that may stem from the training 

datasets. 

• Rights and remedies – the current legislative 

framework does not provide clear solutions 

for individuals to rectify inaccuracies within AI 

training datasets or to mitigate potential harm 

from flawed predictive algorithms. 

The necessity for AI–specific privacy regulations 

in Serbia is evident, as they would provide a 

more nuanced approach to balancing the 

relevant interests. Moreover, the absence of AI–

specific cybersecurity regulations within local 

legislation underscores the need for targeted 

amendments that address specific challenges 

posed by AI technologies. 

11.3 Facial Recognition and Biometrics The 

DPA encompasses a broad definition of 

biometric data, which is identified as personal 

data that is derived from specific technical 

processes related to physical, physiological or 

behavioural attributes of an individual. Such 

data facilitates or allows unique identification of 

the person, including but not limited to, facial 

imagery or fingerprint data. The critical aspect 

of this definition is that the data need only 

provide potential for identification, rather than 

conclusively verifying that individual’s identity. 

Consequently, a variety of facial recognition 

technologies that utilise facial characteristics 

capable of distinguishing an individual’s face 

may be classified as biometric data under the 

DPA, particularly when combined with other 

personal information. 

Should such data be processed without explicit 

consent of the individual, it would constitute a 

breach of the DPA. Furthermore, even if it were 

argued that a particular dataset utilised for facial 

recognition does not constitute biometric data, 

the preparation of a Data Protection Impact 

Assessment (DPIA), along with the prior 

consent of the Commissioner, is arguably a 

prerequisite. The Commissioner is allotted a 

60–day period to review and provide feedback 

on the DPIA submissions. During this time, data 

controllers are prohibited from initiating any 

processing activities that involve their facial 

recognition systems. 

In the event that data controllers engage in the 

processing of such data without obtaining the 

individual’s consent or without conducting a 
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DPIA and receiving the regulator’s approval, 

they may be subject to penalties. 

In Serbia, informed data controllers are 

generally hesitant to implement systems that 

utilise biometric data, while the Commissioner 

currently has a rather conservative approach on 

this matter. As a result, it rarely endorses the 

use of biometric data or facial recognition 

systems. 

Conversely, many technology developers 

continue to employ facial recognition 

technologies, often without recognising that 

such data may indeed be categorised as 

biometric data under the DPA. This oversight is 

particularly prevalent when the facial 

recognition data is not associated with other 

personal identifiers, such as the individual’s 

name. 

11.4 Automated Decision-Making 
Many firms in Serbia already utilise AI and 

automation to enhance efficiency and reduce 

costs. While broader regulations in Serbia are 

lacking, the DPA governs a specific aspect – 

automated processing, as already elaborated 

on in 11.3 Facial Recognition and Biometrics. 

The GDPR and the DPA safeguard individuals 

against solely automated decisions that have 

significant impacts, allowing human intervention 

and right to challenge such decisions.  

Current laws in Serbia only address decisions 

made without human input, neglecting those 

with minimal human involvement. Responsibility 

for damages caused by automated decisions – 

whether it falls to AI developers, deployers or 

others – is an unresolved issue in the evolving 

AI world. 

11.5 Transparency 
AI technologies can analyse vast datasets to 

predict and influence consumer choices. This is 

prevalent in sectors like retail and banking, with 

companies such as Zara, Wolt and Raiffeisen 

Bank utilising chatbots. 

In Serbia, there are currently no specific legal 

regulations governing chatbot usage. In 

particular, no regulation contains an obligation 

for companies to inform consumers and users 

that they communicate with a chatbot. 

However, the Guidelines do provide principles 

that suggest the need for transparency, 

including indirect guidance on consumer 

manipulation prevention. The transparency 

principle requires AI systems to be designed 

and operated in a manner that ensures 

traceability and explainability, and that users are 

made aware when they are interacting with AI. 

In addition, the DPA mandates transparency 

when collecting data for automatic decision– 

making or profiling. Data controllers are 

required to issue privacy notice to individuals 

before processing. 

11.6 Anti-competitive Conduct Price–setting 

in the era of computer algorithms has been a 

topic of interest in the antitrust community for a 

long time, with the rise of AI technology 

introducing important new elements to the 

discussion.  

Using classic, human–informed algorithms for 

the purposes of collusion can be relatively easy 

to fit in the traditional frame, as it usually 

assumes some sort of actual agreement 

between competitors. However, price–setting 

using AI technology can occur without any 
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human conspiracy whatsoever, given that 

algorithms can now learn about the market 

environment and principles, as well as learn to 

collude on their own – all that at a much–higher 

operating speed than humans. Therefore, AI as 

a tool could hypothetically reshape the notion of 

price fixing, in the sense of at least widening the 

interpretation of agreement to collude as its core 

element, including edges of the tacit collusion 

concept. 

As for Serbia, given the increasing use of AI in 

the everyday landscape of numerous industries, 

shifts and developments are expected on all 

fronts – including academia and legislation, as 

well as antitrust enforcement. 

12. AI Procurement 

12.1 Procurement of AI Technology AI 

technology introduces a range of novel risks 

that should be considered and addressed in 

contracts between customers and AI suppliers. 

As AI systems become more integrated into 

business operations, contracts must evolve to 

reflect specific challenges posed by these 

technologies – including IP concerns, liability, 

performance standards, data privacy, security 

and ethical considerations.  

As for Serbia, there is no established market 

practice yet when it comes to adequate 

contractual clauses ensuring that both 

customers and suppliers are protected. 

13. AI in Employment 

13.1 Hiring and Termination Practices The 

progress of AI in HR processes offers cost– 

saving advantages by automating tasks such as 

recruitment, promotion and employee 

monitoring. However, these systems are not 

infallible, as they depend on the data they are 

trained on. Biased data can lead to biased 

outcomes, as seen in instances like Amazon’s 

AI recruitment tool, which showed a preference 

for male candidates. Such biases can expose 

employers to discrimination claims, although 

Serbian case law indicates that courts may 

award lower damages for discrimination. 

In Serbia, courts are known to favour 

employees, making it easier for them to 

challenge dismissals based on AI–determined 

under–performance. This contrasts with the EU, 

where the EU AI Act classifies employment–

related AI systems as high–risk, imposing 

stringent regulatory requirements on their 

providers and users. Although Serbia is not an 

EU member and the AI Act does not apply, the 

Guidelines recognise the high–risk nature of 

employment AI tools. 

The deployment of AI in HR has the potential to 

revolutionise employer operations, but also 

entails potential risks to employees. 

13.2 Employee Evaluation and Monitoring 
Advancements in AI have significantly 

enhanced the ability to monitor employee 

activities and analyse vast amounts of data. 

Wearable devices are increasingly used to track 

workers’ movements, work pace and breaks in 

real–time.  
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In Serbia, employee monitoring extends beyond 

manual labourers to include white–collar 

professionals, particularly with the rise of 

remote work during and after the COVID–19 

pandemic. Common monitoring methods for 

office workers include screen capture software, 

keystroke logging, CCTV, conversation 

recordings, email surveillance and more. In 

some cases, such as an automated warehouse 

in Serbia, technology not only streamlines 

operations and reduces costs but also enables 

more effective employee supervision. 

Employers also use tracking systems for 

disciplinary actions, including termination, 

should proceed with caution, due to courts often 

siding with employees. 

Furthermore, employers must adhere to privacy 

laws by providing privacy notices, conducting 

Legitimate Interest Assessments (LIA), and 

completing DPIA. Monitoring cannot commence 

without approval from the Commissioner, while 

non–compliance may result in fines, cessation 

orders and data deletion orders. 

14. AI in Industry Sectors 

14.1 Digital Platform Companies 
AI plays a significant role in digital platform 

companies, where several Serbian companies 

(such as the food delivery companies Wolt and 

Donesi. com) already rely on AI. Companies 

employ AI to substantially enhance the user 

experience, streamline their operational 

processes and elevate overall efficiency. 

However, the use of AI in these sectors also 

raises regulatory considerations, such as 

algorithmic accountability, data privacy and data 

security, transparency and consumer 

manipulation prevention. 

14.2 Financial Services 
Major banks in Serbia are implementing AI 

solutions for customer service, fraud and cyber– 

attack prevention, data management and 

operational streamlining. For example, 

Raiffeisen Bank employs the Rea chatbot to 

assist customers with queries and transactions, 

improving customer interaction and support. 

OTP Bank Serbia is leveraging AI to replace 

traditional call centres with AI–driven systems, 

enhancing response times and service quality.  

Presently, the financial services sector in Serbia 

operates without specific regulatory frameworks 

or statutory provisions governing the 

deployment of AI technologies. The absence of 

direct oversight leaves uncertainty regarding the 

position that regulatory bodies, such as the 

National Bank of Serbia and the Serbian 

Securities Commission, may adopt concerning 

the utilisation of AI. Said regulators are 

generally known for their conservative 

philosophy wherein activities not expressly 

authorised are presumed to be prohibited. This 

cautious approach could significantly influence 

the stance of supervisory authorities towards 

the adoption and integration of AI by financial 

institutions. 

14.3 Healthcare 
To date, there are no specific regulations that 

govern the application of AI within the 

healthcare industry in Serbia. There is a 

pressing need for the creation of adaptable 

regulatory frameworks, particularly in niche 

markets and specific domains, to allow the 

experimental deployment of AI–driven 
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innovations and business models within a 

controlled environment. 

The Strategy identifies the healthcare system as 

a pivotal area for the advancement of AI 

technologies. This strategic focus underscores 

the sector’s importance in the national agenda 

for AI proliferation. 

14.4 Autonomous Vehicles 
Automated vehicles are gaining traction 

globally, with Tesla, Waymo, Nissan and 

General Motors leading the charge. In Serbia, 

Rivian introduced this technology by 

establishing a R&D centre in 2022. This 

prompted significant legislative updates to 

accommodate the development, testing and 

deployment of autonomous vehicles. 

As mentioned above, in 2023 Serbia amended 

the RTSA to establish a legal framework for 

autonomous vehicles. Key changes include: 

• definitions and conditions for autonomous 

vehicle testing; 

• requirements for obtaining a special permit 

from the Ministry of Internal Affairs for on– 

road testing; and 

• detailed procedures for issuing testing 

permits, covering up to the fourth level of 

autonomous driving. 

In December 2023, the Serbian Government 

further refined these regulations with a new 

decree outlining the conditions for autonomous 

driving. 

Serbia’s current legislation does not specifically 

address liability for autonomous vehicles, as 

their use is currently restricted to testing with a 

ministry–issued permit. The AILD suggests a 

risk–based liability approach, with strict liability 

for high–risk AI systems. Further, the CTA 

covers general liability, including strict liability 

for dangerous activities or products, where cars 

are generally considered dangerous products. 

The EU’s evolving regulations may influence 

Serbia’s future legal framework. 

The ISA and DPA govern cybersecurity, relevant 

to autonomous vehicles.  

Data privacy for autonomous vehicles falls 

under the DPA, which mandates adherence to 

personal data collection, processing and 

protection standards. 

Finally, Serbia aims to align with global 

standards through development of a Connected 

and Automated Mobility (CAM) Network, which 

leverages 5G technology to facilitate vehicle 

communication and infrastructure integration.  

14.5 Manufacturing 
Serbian regulations pertaining to product safety 

encompass a range of laws, regulations and 

standards which are, to some extent, 

harmonised with EU legislation, aimed at 

protecting consumers and ensuring product 

safety in the market. The two key acts are the 

General Product Safety Act (the PSA) 

(prescribing basic safety requirements for 

products available on the market, as well as 

obligations and withdrawal procedures) and the 

CPA (ensuring consumers’ rights). Additional 

specific regulations pertain to certain types of 

products, such as toys, medical devices, 

cosmetics products and others.  

None of these specifically mentions or regulates 

AI, but general principles contained therein may 

be applied to AI products as well – such is the 
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case of production of chocolate by Barry 

Callebaut in Novi Sad, whose owner is a Swiss 

company with automated production, known for 

the use of AI tools, like Lisa, for chocolate 

printing. 

14.6 Professional Services 
Depending on the industry, specific sectors 

have specific regulations governing liability, 

including the standard of care. For example, 

legal professionals must adhere to ethical and 

legal standards as mandated by the ECLP, 

which includes client service obligations, 

confidentiality, liability and professional 

responsibility, client consent and disciplinary 

actions. The ECLP also outlines principles of 

general liability, leading to mandatory liability 

insurance. Similar specific regulations are in 

place for other professions (in the medical, 

pharmaceutical and notary sectors, etc). 

In the absence of AI–specific regulations, the 

above–described general framework will apply 

to specific professionals when they use AI to 

provide professional services.  

15. Intellectual Property 

15.1 Applicability of Patent and Copyright 

Law 
Works of copyright in Serbia enjoy protection 

from the moment of creation (ie, there is no 

registrability requirement). Therefore, there are 

no, nor would one expect to see, agency 

decisions regarding copyright works.  

When it comes to patents, there are currently 40 

pending patent applications before the Serbian 

Intellectual Property Office (the IPO) concerning 

AI. The applications have been filed in a period 

between 2017 and 2023 and relate to inventions 

based on AI technology, ie, “computer 

implemented inventions”. None of the patent 

applications lists AI as the “patent owner” or 

“inventor”. So far, none of these has resulted in 

a registered patent – with the patent 

examination phase pending, the position of the 

IPO regarding AI– assisted inventions and the 

patentability of those remains unclear. That 

said, the general view of the academic society 

in Serbia is that using AI in connection with an 

invention does not preclude obtaining a patent 

for that invention. 

15.2 Applicability of Trade Secrecy and 

Similar Protection 
Considering that works generated by AI cannot 

qualify for copyright protection at present, 

protection through alternative routes is often 

discussed, and in particular on the basis of trade 

secret legislation and confidentiality contractual 

provisions.  

The Trade Secret Act (the TSA) allows 

protection for information that is secret due to 

not being generally known or easily accessible 

and has commercial value. For the trade secrets 

to enjoy protection, the person holding it must 

have “taken reasonable measures to preserve 

its confidentiality”. The information protected as 

trade secrets include, for example, knowledge 

and experience, business information and 

technological information. Accordingly, the TSA 

has the potential to cover much broader subject 

matter than traditional IP and is generally more 

flexible than copyright or patent law (for 

example trade secret protection does not 

require prior application or registration, is not 

limited in duration but can last as long as the 

information is kept a secret, etc). In the context 

of AI, the TSA can be useful in protecting AI–
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related information and materials intended for 

internal and confidential use and others.  

In addition to statutory protection of confidential 

information on the basis of the TSA, it is a 

market standard in Serbia to include appropriate 

contractual confidentiality clauses in all 

arrangements concerning AI – such as non–

disclosure agreements at the early development 

stage, broad confidentiality clauses in the 

employment and co-operation agreements, as 

well as appropriate confidentiality undertakings 

in all other agreements. While it is difficult to 

assess the exact scale of businesses relying on 

trade secret protection, one may assume that 

most AI–related materials currently developed 

in Serbia are being protected (also) through 

trade secret and confidentiality clauses. 

15.3 AI-Generated Works of Art and Works 

of Authorship 
Serbia is a country from the continental legal 

tradition. Serbia’s IP laws are generally 

considered to stem from the droit moral French 

law, commonly considered to originate in the 

culture of Western European Romanticism 

which idealised the creative individual as being 

uniquely invested with the power and mystique 

of the original genius. The non–pecuniary 

interest that an author has in his/her work, 

encapsulated within the scope of “moral rights”, 

was transposed into Serbian law, shaping the 

basic IP concepts and the logic behind IP 

protection. 

This legal logic is evident in a number of other 

features of the Serbian IP law today, including 

the somewhat romantic notion of the author. 

Based on the already discussed definition of 

“copyright work”, it is evident that Serbian law is 

predicated on the notion of an author as a 

unique individual whose spirit and personality 

are encapsulated in his/her work.  

It is a common opinion among experts that the 

current definitions of author, originality and 

copyright work cannot be reconciled with the 

modern AI creativity, and that “stretching” the IP 

law to cover AI–related subject matter might 

require fundamental changes to IP laws. 

However, at present, in Serbia, there are no 

initiatives or even considerations to amend the 

existing IP laws to specifically allow protection 

for works generated by AI. 

15.4 OpenAI 
OpenAI faces the same IP challenges common 

to generative AI, including issues with training 

material use and AI–generated content’s 

protectability. Legal proceedings in the USA, 

including those by The New York Times and 

others, highlight these challenges. OpenAI’s 

latest model, Sora, a text–to–video generator, 

adds complexity due to its use of internet–

sourced training data, potentially infringing IP 

rights. Under Serbian law, such use without 

consent would likely be deemed infringement. 

The liability for IP infringement in AI spans 

developers, providers, customers and users, 

with courts yet to clarify the application of 

copyright laws to AI training. Questions of 

liability, exceptions, compensation and potential 

destruction of infringing AI outputs remain 

unanswered. Sora’s use of trademarks, designs 

and potentially sound elements in videos raises 

new IP concerns, although OpenAI aims to 

mitigate these through licensing and contractual 

agreements. 

Regarding authorship, Serbian law recognises 

only natural persons as authors, casting doubt 
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on copyright protection for AI outputs. While 

OpenAI assigns rights to the content to users, 

the enforceability of copyright for such content 

is uncertain. 

16. Advising Corporate Boards of 

Directors 

16.1 Advising Directors 
AI tools have the ability to process and analyse 

data at a scale and speed that far exceeds 

human capability, which allows for real–time 

insights into market trends, financial forecasts, 

risk management and operational efficiency. AI 

can also help in reducing biases that human 

directors might have, potentially leading to more 

objective decision–making. Moreover, AI can be 

available around the clock, providing constant 

monitoring and analysis. 

Currently, there are only few examples of AI 

acting as “robo–director” in the world (such as 

VITAL, Alicia T and Einstein). However, AI tools 

are being used worldwide, as well as in Serbia, 

to support human directors by providing 

enhanced analytics and decision–making 

support. 

17. AI Compliance  

17.1 AI Best Practice Compliance 

Strategies 
Implementing AI best practices requires a 

holistic approach that addresses technical, 

ethical, legal and operational challenges. To 

ensure the successful adoption of AI 

technologies, key issues to be considered are: 

• strategic alignment and governance; 

• ethical considerations; 

• technical expertise and talent; • regulatory 

compliance; 

• technology infrastructure; and 

• innovation and research. 

As notable from the general overview of 

Serbia’s current position and as summarised in 

this paper, it is evident that a substantial portion 

of identified challenges have been confronted 

with a degree of diligence. The key area which 

requires further adjustments, as shown above, 

is the broader legal infrastructure which requires 

comprehensive legal reforms to address AI–

specific aspects.  

Finally, do note that this paper addressed 

various non–legal matters related to AI. Given 

the rapid evolution and considerable complexity 

of these fields, the descriptions and statements 

may become outdated quickly as new 

advancements occur. 
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The Republic of Serbia as a Leader in AI  

Development in the Western Balkans 

According to Oxford Insights data from 2023, 

the Republic of Serbia is positioned as 57th out 

of 193 countries in the Artificial Intelligence 

Readiness Index, making it the leading country 

in the region. The index measures readiness 

indicators in four areas – governance, 

infrastructure and data, skills and education, 

public administration, and services. 

Furthermore, the Republic of Serbia is one of 

the 29 members of the Global Partnership for 

Artificial Intelligence (GPAI), participating in 

shaping the global AI agenda today. Among the 

member states of the GPAI, such as the UK, 

USA, Israel and others, the Republic of Serbia 

is the first country from Southeast Europe to join 

this initiative and take the lead in the region. It is 

expected that the Republic of Serbia will chair 

the GPAI in the next three years and host the AI 

Summit at the end of 2024. 

The Republic of Serbia is investing significant 

efforts and resources into the development and 

implementation of AI. As part of those 

endeavours, the government of the Republic of 

Serbia has established the National Artificial 

Intelligence Platform. This initiative is a key 

milestone previously envisaged under the 

Strategy for the Development of Artificial 

Intelligence in the Republic of Serbia for the 

2020–2025 period. This AI platform, or 

supercomputer, is located in the State Data 

Centre in Kragujevac, and represents a 

universal system for AI computing tasks, 

including analytics and training, and even 

inference, aiming to provide users with easier 

solutions to AI tasks and thereby empower the 

AI community in Serbia. Additionally, the 

Institute for Artificial Intelligence Research and 

Development of Serbia was established several 

years ago, tasked with the research of 

innovative solutions and application of AI in 

various industries.  

In the latest developments, the Ministry of 

Science, Technological Development and 

Innovation formed the Working Group 

specifically tasked with preparing the draft law 

on AI. This initiative positions Serbia as the sole 

nation within its region to proactively tackle 

matters related to artificial intelligence by 

crafting enforceable laws and AI-specific 

legislation. Two of Schonherr’s experts are 

members of the above–mentioned Working 

Group. 

AI Legal Framework in the Republic of Serbia 

Strategy for AI 
Proper development and efficient application of 

AI largely depends on the legal framework. In 

general, such framework is expected to provide 

the underlining structure and legal boundaries 

to the use of AI, as well as to ensure clarity, legal 

certainty, along with responsible and ethnical 

use of the technology.  

With this aim, the Republic of Serbia has 

adopted the Strategy for the Development of 

Artificial Intelligence for the period of 2020–

2025 (the Strategy), which lays the foundations 

for the wide application of AI in education, the 

economy, public sector services and other 

areas. The implementation of the measures 

prescribed by the Strategy is intended to ensure 

that AI in the Republic of Serbia is developed 

and applied safely, as well as to achieve 

sustainable development goals. The Strategy is 

generally aligned with the European 

Commission’s AI Initiative which set the AI 

policy of the European Union. Currently, a new 
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AI development strategy and action plan for the 

period of 2025–2030 are being prepared in the 

Republic of Serbia, and their adoption is 

expected by the middle of this year. 

Ethical guidelines 
Additionally, the Republic of Serbia also 

adopted the Ethical Guidelines for the 

Development, Application and Use of Reliable 

and Responsible AI in March 2023 (the Ethical 

Guidelines). Earlier in 2021, representatives of 

Republic of Serbia participated in the drafting of 

UNESCO Recommendation on the Ethics of AI, 

which resulted in the basic principles of the 

UNESCO Recommendations being 

incorporated into the Ethical Guidelines. The 

Ethical Guidelines’ primary goals are to prevent 

and mitigate risks and harm to human work that 

could potentially be caused by the application of 

AI technology, and preserve the current 

freedom of action and decision–making of 

individuals when using AI. Ultimately, the 

intention of the Ethical Guidelines is to foster a 

safe ecosystem in which the use of AI increases 

human productivity, optimises labour resources 

and facilitates the everyday functioning of 

people.  

Specific AI law being prepared 

In the Republic of Serbia, a specific AI law is 

currently being prepared. A task group has been 

formed within the Ministry of Science, 

Technological Development and Innovation to 

take on the task of preparing the text of the 

specific AI regulation. The forecast is for the law 

to come into effect in 2025. This team is 

composed of distinguished experts from diverse 

fields, including two authorities from 

Schoenherr, specialising in intellectual property 

and data privacy issues. 

The main goal of the forthcoming legislation is 

to establish a regulatory framework that will 

govern the creation and use of AI in Serbia. The 

intention behind the law is to encourage 

investments and innovations in AI technology, 

while also ensuring a standardised market for 

the safe and trustworthy integration of AI 

systems. While not a member of the EU yet, 

Serbia generally strives to ensure 

harmonization of its laws with those of the EU. 

Therefore, it is expected that Serbia’s efforts in 

the AI legal framework will focus on transposing 

the principles of the EU AI Act into the pending 

national legislation. 

Individual laws addressing specific AI aspects 

While the wide-ranging national law regulating 

AI is still pending, specific aspects of AI are 

already being regulated. For example, the Law 

on Personal Data Protection has been amended 

to include provisions on automated data 

processing, profiling and automatic individual 

decision–making, which now correspond to the 

provisions contained in the newly adopted EU 

AI Act. Regarding personal data protection, the 

Commissioner for Information of Public 

Importance and Personal Data Protection, who 

is solely responsible for supervising the 

implementation of the Law on Personal Data 

Protection, follows and relies on the guidelines 

of the European Data Protection Board in their 

work, and is expected to also rely on the 

guidelines of the AI Board in the future. 

Likewise, a recent example of adjustments to 

the legal framework are the amendments made 

to the Law on Traffic Safety in 2023, which 

specifically address the AI aspects of 

autonomous vehicles, along with the Regulation 

on Conditions for Conducting Autonomous 

Driving.  
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Tax incentives for AI development The 

Republic of Serbia strives to encourage 

investment into innovation, including AI 

technology, through various incentives and tax 

schemes. Pursuant to Personal Income Tax Act 

and the Act on Contributions for Mandatory 

Social Insurance, salary tax and contributions 

exemptions are available to research and 

development companies who create intellectual 

property in Serbia (R&D salary tax incentives). 

Software development is considered to be an 

R&D activity, where the development can also 

include upgrading existing software solutions 

(including employees working on design, testing 

and development of new functions of already 

existing software). Pursuant to the Corporate 

Income Tax Act, an additional set of incentives 

is available to companies active in R&D (the 

Corporate Tax Incentive). The Corporate Tax 

Incentive allows that expenses directly related 

to R&D may be recognised as expenses in the 

employer’s tax balance, in a doubled amount.  

Other support mechanisms 
Finally, there are a number of additional support 

mechanisms available to companies developing 

AI, such as specific grant schemes where non– 

repayable one–off funds are made available to 

the entities engaged. Among others, there is a 

large number of startup incubators and 

accelerators designed to help startups through 

the process of AI development, from an idea to 

a marketable product.  

Gaps in the current legal environment 
While Serbia obviously strives to position itself 

as the regional leader in AI development and the 

prime destination for visionary developers and 

investors, certain aspects of the current legal 

framework might collide with AI technology and 

create practical obstacles for AI developers.  

To provide just one illustrative example, the 

Serbian Copyright Act does not contain a “fair 

use” or other similar exception to the copyright 

rules which could provide the basis for use of 

copyright materials for AI training purposes 

without the consent of the author and without 

payment of adequate compensation. The 

Copyright Act contains a very narrow list of 

statutory exemptions, all of which are reserved 

for non–commercial use of copyright materials. 

The current copyright regime applicable in 

Serbia is therefore rather restricting and not that 

well suited to cope with the advances brought 

by the development of AI. Accordingly, 

companies that train AI models in Serbia (by 

selecting the datasets and taking the actual 

steps to “feed” such datasets to the model) 

might be liable for copyright infringement in the 

event that the training datasets contained 

copyright materials. Considering the lack of 

relevant statutory exceptions under Serbian law, 

potential infringement proceedings in Serbia 

may lead to the AI provider’s liability, where the 

copyright holders may request the removal of 

infringing copies from the market and 

compensation of damages. The risk of potential 

liability might lead AI developers and providers 

to conduct (at least part of) their business 

elsewhere, ie, in a jurisdiction where the use of 

copyright materials for training purposes fall 

under a statutory exemption.  

Similarly, Serbian data protection regulations do 

not include any exceptions on which the 

unsolicited scraping of personal data from social 

media and the internet for creating training 

datasets would be allowed. Both under GDPR 

and the Serbian Data Protection Act, personal 

data can be processed only based on a valid 

legal basis which, in event of the training of an 

AI model could be either the data subject’s 



SERBIA  TrENdS aNd dEvELOPmENTS 

Contributed by: Andrea Radonjanin, Marija Vlajković, Andrej Zorić and Marija Lukić,  
Moravčević Vojnović and Partners in co-operation with Schoenherr  

 

33 CHAMBERS.COM 

consent or theoretically legitimate interest of the 

data controller (but the latter hardly seems 

justified). Also, the Data Protection Act does not 

include any exceptions for training on publicly 

available data that would allow for unsolicited 

processing of personal data. Thus, local privacy 

laws provide very strict regulatory frameworks, 

without the exceptions that could stretch to 

apply to the training of AI models. Moreover, due 

to the very complex technology behind AI 

systems, it is almost impossible to fully comply 

with the data subject’s requests to observe their 

guaranteed privacy rights, such as the right to 

rectification and the right to be forgotten. Thus, 

privacy practitioners and AI developers in 

Serbia are frequently stressing the need for new 

privacy rules specifically targeting AI technology 

or new guidelines for local data privacy 

regulators that will introduce customised 

exceptions or a more flexible interpretation of 

the existing rules. 

The AI Environment in the Republic of Serbia 

The public sector 

Various public sector companies are profoundly 

engaged in promoting AI, digitalisation, 

technology and AI development (such as the 

Centre for Digital Transformation, the AI 

Institute, the Fund for Innovation Activities of the 

Republic of Serbia, the Science Fund of the 

Republic of Serbia, the State Data Centre, the 

Serbian Government Council for IT and 

Innovative Entrepreneurship and the Centre for 

the Fourth Industrial Revolution in Serbia). 

Various public entities are engaged in fostering 

the development of creative solutions in the field 

of artificial intelligence, with the aim of making 

Serbia the global centre of excellence in 

scientific research and technology transfer 

related to machine learning and AI. There are 

also several educational institutions and 

research programmes that bring this field closer 

to interested audiences through study 

programmes.  

Use of AI in everyday business 

Dozens of local companies use AI to improve 

their daily business processes, experiment with 

AI and launch new initiatives to further expand 

the application of AI–based tools. These early 

adopters are very active in promoting AI and its 

capabilities in companies, as well as supporting 

the ecosystem through free trainings and 

events. 

Development of AI–based solutions in Serbia 

by local companies 

Based on publicly available information, a 

number of private companies and regional 

headquarters of international technology 

companies in Serbia are working on AI–related 

innovations and solutions. Some of the main 

areas of work in this industry have yielded 

practical solutions for AI application locally, such 

as the use of thermal imaging in agriculture and 

domain adaptation, AI applications in 

agriculture, the possible use of an AI algorithm 

that detects dementia two years before the first 

symptoms, the use of AI and psychiatry to study 

mental illnesses, accelerating drug 

development, AI applications in music, video 

production, special effects, and more.  

It seems that global investors recognise the 

potential of AI–related innovations developed in 

Serbia. Serbian startup companies are 

frequently transaction targets, invested in or 

acquired by large investment companies 

(mainly from the USA) for their intellectual 

property and know-how.  
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AI–related organisations and conferences in  
Serbia 

Various companies engaged in the investment 

and development of AI–based technological 

solutions are supported by several prominent 

guilds and organisations.  

The Data Science Conference Europe is an 

organisation hosted by Data Universe, one of 

the leading Serbian franchises dedicated to 

data science and AI worldwide. It is a 

multidisciplinary, international AI and data 

conference which regularly hosts hundreds of 

experts in the field of AI in the Republic of Serbia 

(including experts from Schoenherr). The 

conference is aimed at data scientists, AI 

developers and AI enthusiasts, and every year 

tackles the latest information and trends in AI 

(such as the application of data science, cases 

of data–driven digital transformation, 

transformation of the nature of jobs by AI, the 

use of augmented analytics for improving 

decision–making processes, the preparation of 

data and AI products for monetisation and much 

more). The conference, as the key event of this 

type in Europe, is one of the main indicators of 

the development of AI in the Republic of Serbia. 

Apart from the Data Science Conference 

Europe, it is worth mentioning that roughly ten 

AI–focused conferences take place in Serbia 

annually. The most important of these are Splet 

Tech and Emerge. Splet Tech is, along with the 

Data Science Conference Europe, by far the 

largest technology–focused conference being 

organised each year in Serbia. This conference 

is mostly funded by USAID and gathers AI 

developers, legal practitioners, academic 

researchers and startups involved in AI, with 

more than 2,000 visitors and participators each 

year. Emerge is another AI–focused conference 

held every year, in the organisation of the 

Institute for Philosophy and Social Theory and 

the Digital Society Lab. 

The Serbian AI Guild is an organisation founded 

in 2020 with the goal of bringing together 

members from this field and working on AI 

issues in education, science, the public sector 

and the economy. 

The Serbian Games Association (the SGA) is a 

non–governmental, non–profit organisation 

founded in 2018, dedicated to the development 

of the Serbian gaming industry. The SGA has 

demonstrated significant results in the field of AI 

development and implementation. Some of the 

recent issues addressed by the SGA, in the 

context of AI, concern the impact of AI projects 

on creativity and artists (Pandora Conference, 

August 2023). An AI based invention used by 

the SGA is Retrieval–Augmented Generation 

(RAG), a technique that changes the game and 

provides answers through chatbots and AI 

interfaces. Additionally, SGA offers business 

services using advanced AI chatbot solutions.  

In total there are roughly 40 non–governmental 

organisations in Serbia organising various 

accelerator and mentorship programmes, 

offering grants or other support to technology 

startups, financed by state funds or private 

companies, aimed at fostering further 

technological development and focusing 

particularly on AI technology.  

Conclusion 

Based on the significant number of IT and other 

startup companies active in the AI research and 

development sector, as well as the rising 

number of acquisitions of Serbian companies by 

foreign investors, it is evident that Serbia is 
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already recognised on the global investment 

map as a country with a very positive climate. 

Based on the comprehensive efforts made up to 

date, as elaborated above, it seems that Serbia 

has a clear vision of establishing itself as a 

significant player at the growing AI market. The 

legislative framework and various supporting 

mechanisms available to companies and 

startups in the field of AI in Serbia indicate that 

Serbia is well positioned as a country of 

favourable opportunities for the development of 

AI products.  

That said, as mentioned above, the legislative 

framework in Serbia requires additional 

amendments and adjustments to address 

various unique issues brought by the 

advancement of AI technology, some of which 

are expected to be addressed in the 

forthcoming AI–specific legislation to be 

adopted in 2025. Additional qualitative and 

quantitative development of regulations 

regarding AI, along the principles and solutions 

contained in the EU AI framework, are expected 

in the upcoming months and years.  



 

 

 

 

 

 

 

 

   

  
 

  


